As increasing amounts of data flow within and between organizations, the problems that can result from poor data management practices are becoming more apparent. Studies have shown that such poor practices are widespread. For example,

- PricewaterhouseCoopers reported that in 2004, only one in three organizations were highly confident in their own data, and only 18 percent were very confident in data received from other organizations. Further, just two in five companies have a documented board-approved data strategy (www.pwc.com/extweb/pwcpublications.nsf/docid/15383D6E748A727DCA2571B6002F6EE9).
- Michael Blaha and others in the research community have cited past organizational data management education and practices as the cause for poor database design being the norm.
- According to industry pioneer John Zachman, organizations typically spend between 20 and 40 percent of their information technology budgets evolving their data via migration (changing data locations), conversion (changing data into other forms, states, or products), or scrubbing (inspecting and manipulating, recoding, or rekeying data to prepare it for subsequent use).
- Approximately two-thirds of organizational data managers have formal data management training; slightly more than two-thirds of organizations use or plan to apply formal metadata management techniques; and slightly fewer than one-half manage their metadata using computer-aided software engineering tools and repository technologies.

When combined with our personal observations, these results suggest that most organizations can benefit from the application of organization-wide data management practices. Failure to manage data as an enterprise-, corporate-, or organization-wide asset is costly in terms of market share, profit, strategic opportunity, stock price, and so on. To the extent that world-class organizations have shown that opportunities can be created through the effective use of data, investing in data as the only organizational asset that can’t be depleted should be of great interest.
DATA MANAGEMENT DEFINITION AND EVOLUTION

As Table 1 shows, data management consists of six interrelated and coordinated processes, primarily derived by Burt Parker from sponsored research he led for the US Department of Defense at the MITRE Corporation.4

Figure 1 supports the similarly standardized definition: “Enterprise-wide management of data is understanding the current and future data needs of an enterprise and making that data effective and efficient in supporting business activities.”4

The figure illustrates how organizational strategies guide other data management processes. Two of these processes—data program coordination and organizational data integration—provide direction to the implementation processes—data development, data support operations, and data asset use. The data stewardship process straddles the line between direction and implementation. All processes exchange feedback designed to improve and fine-tune overall data management practices.

Data management has existed in some form since the 1950s and has been recognized as a discipline since the 1970s. Data management is thus a young discipline compared to, for example, the relatively mature accounting practices that have been practiced for thousands of years. As Figure 2 shows, data management’s scope has expanded over time, and this expansion continues today.

Ideally, organizations derive their data management requirements from enterprise-wide information and functional user requirements. Some of these requirements come from legacy systems and off-the-shelf software packages. An organization derives its future data requirements from an analysis of what it will deliver, as well as future capabilities it will need to implement organizational strategies. Data management guides the trans-
formation of strategic organizational information needs into specific data requirements associated with particular technology system development projects.

All organizations have data architectures, whether explicitly documented or implicitly assumed. An important data management process is to document the architecture’s capabilities, making it more useful to the organization.

In addition, data management • must be viewed as a means to an end, not the end itself. Organizations must not practice data management as an abstract discipline, but as a process supporting specific enterprise objectives—in particular, to provide a shared-resource basis on which to build additional services.
• involves both process and policy. Data management tasks range from strategic data planning to the creation of data element standards to database design, implementation, and maintenance.
• has a technical component: interfacing with and facilitating interaction between software and hardware.
• has a specific focus: creating and maintaining data to provide useful information.
• includes management of metadata artifacts that address the data’s form as well as its content.

Although data management serves the organization, the organization often doesn’t appreciate the value it provides. Some data management staffs keep ahead of the layoff curve by demonstrating positive business value. Management’s short-term focus has often made it difficult to secure funding for medium- and long-term data management investments. Tracing the discipline’s efforts to direct and indirect organizational benefits has been difficult, so it hasn’t been easy to present an articulate business case to management that justifies subsequent strategic investments in data management.

Viewing data management as a collection of processes, each with a role that provides value to the organization through data, makes it easier to trace value through those processes and point not only to a methodological “why” of data management practice improvement but also to a specific, concrete “how.”

**RESEARCH BASIS**

Mark Gillenson has published three papers that serve as an excellent background to this research.5-7 Like earlier works, Gillenson focuses on the implementation half of Figure 1, adopting a more narrow definition of data administration. Over time, his work paints a picture of an industry attempting to catch up with technological implementation. Our work here updates and confirms his basic conclusions while changing the focus from whether a process is performed to the maturity with which it is performed.

Three other works also influenced our research: Ralph Keeney’s value-focused thinking,8 Richard Nolan’s six-stage theory of data processing,9 and the Capability Maturity Model Integration (CMMI).10,11

Keeney’s value-focused thinking provides a methodological approach to analyzing and evaluating the various aspects of data management and their associated key process areas. We wove the concepts behind means and fundamental objectives into our assessment’s construction to connect how we measure data management with what customers require from it.

In Stage VI of his six-stage theory of data processing, Nolan defined maturity as data resource management. Although Nolan’s theory predates and is similar to the CMMI, it contains several ideas that we adapted and reused in the larger data management context. However, CMMI refinement remains our primary influence.

Most technologists are familiar with the CMM (and its upgrade to the CMMI), developed at Carnegie Mellon’s Software Engineering Institute with assistance from the MITRE Corporation.10,11 The CMMI itself was derived from work that Ron Radice and Watts Humphrey performed while at IBM. Dennis Goldenson and Diane Gibson presented results pointing to a link between CMMI process maturity and organizational success.12 In addition, Cyndy Billings and Jeanie Clifton demonstrated the long-term effects for organizations that successfully sustain process improvement for more than a decade.13

CMMI-based maturity models exist for human resources, security, training, and several other areas of the software-related development process. Our colleague,
Brett Champlin, contributed a list of dozens of maturity measurements derived from or influenced by the CMMI. This list includes maturity measurement frameworks for data warehousing, metadata management, and software systems deployment. The CMMI's successful adoption in other areas encouraged us to use it as the basis for our data management practice assessment.

Whereas the core ideas behind the CMMI present a reasonable base for data management practice maturity measurement, we can avoid some potential pitfalls by learning from the revisions and later work done with the CMMI. Examples of such improvements include general changes to how the CMMI makes interrelationships between process areas more explicit and how it presents results to a target organization.

Work by Cynthia Hauer\footnote{14} and Walter Schnider and Klaus Schwinn\footnote{15} also influenced our general approach to a data management maturity model. Hauer nicely articulated some examples of the value determination factors and results criteria that we have adopted. Schnider and Schwinn presented a rough but inspirational outline of what mature data management practices might look like and the accompanying motivations.

**RESEARCH OBJECTIVES**

Our research had six specific objectives, which we grouped into two types: community descriptive goals and self-improvement goals.

Community descriptive research goals help clarify our understanding of the data management community and associated practices. Specifically, we want to understand

- the range of practices within the data management community;
- the distribution of data management practices, specifically the various stages of organizational data management maturity; and
- the current state of data management practices—in what areas are the community data management practices weak, average, and strong?

Self-improvement research goals help the community as a whole improve its collective data management practices. Here, we desire to

- better understand what defines current data management practices;
- determine how the assessment informs our standing as a technical community (specifically, how does data management compare to software development?); and
- gain information useful for developing a roadmap for improving current practice.

The CMMI's stated goals are almost identical to ours: “[The CMMI] was designed to help developers select process-improvement strategies by determining their current process maturity and identifying the most critical issues to improving their software quality and process.” 10 Similarly, our goal was to aid data management practice improvement by presenting a scale for measuring data management accomplishments. Our assessment results can help data managers identify and implement process improvement strategies by recognizing their data management challenges.

**DATA COLLECTION PROCESS AND RESEARCH TARGETS**

Between 2000 and 2006, we assessed the data management practices of 175 organizations. Table 2 provides a breakdown of organization types.

Students from some of our graduate and advanced undergraduate classes largely conducted the assessments. We provided detailed assessment instruction as part of the course work. Assessors used structured telephone and in-person interviews to assess specific organizational data management practices by soliciting evidence of processes, products, and common features. Key concepts sought included the presence of commitments, abilities, measurements, verification, and governance.

Assessors conducted the interviews with the person identified as having the best, firsthand knowledge of organizational data management practices. Tracking down these individuals required much legwork; identifying these individuals was often more difficult than securing the interview commitment.

The assessors attempted to locate evidence in the organization indicating the existence of key process areas within specific data management practices. During the evaluation, assessors observed strict confidentiality—they reported only compiled results, with no mention of specific organizations, individuals, groups, programs, or projects. Assessors and participants kept all information to themselves and observed proprietary rights, including several nondisclosure agreements.

All organizations implement their data management practice in ways that can be classified as one of five maturity model levels, detailed in Table 3 on the next page. Specific evidence, organized by maturity level, helped identify the level of data management practiced.
For each data management process, the assessment used between four and six objective criteria to probe for evidence. Assessed outside the data collection process, the presence or absence of this evidence indicated organizational performance at a corresponding maturity level.

**ASSESSMENT RESULTS**

The assessment results reported for the various practice areas show that overall scores are repeatable (level 2) in all data management practice areas.

Figure 3 shows assessment averages of the individual response scores. We used a composite chart to group the averages by practice area. Such groupings facilitate numerous comparisons, which organizations can use to plan improvements to their data management practices.

We present sample results (blue) for an assessed organization (disguised as “Mystery Airline”), whose management was interested in not only how the organization scored but also how it compared to other assessed airlines (red) and other organizations (white).

We grouped 19 individual responses according to the five data management maturity levels in the horizontal bar charts. Most numbers are averages. That is, for an individual organization, we surveyed multiple data management operations, combined the individual assessment results, and presented them as averages. We reported assessments of organizations with only one data management function as integers.

For example, the data program coordination practice area results include:

- **Mystery Airline** achieved level 1 on responses 1, 2, and 5, and level 2 on responses 3 and 4.
- The airline industry performed above both Mystery Airline and all respondents on responses 1 through 3.
- The airline industry performed below both Mystery Airline and all respondents on response 4, and Mystery Airline performed well below all respondents and just those in the airline industry on response 5.

Figure 3f illustrates the range of results for all organizations surveyed for each data management process—for example, the assessment results for data program coordination ranged from 2.06 to 3.31.

The maturity measurement framework dictates that a data program can achieve no greater rating than the lowest rating achieved—hence the translation to the scores for Mystery Airline of 1, 2, 2, 2, and 2 combining for an overall rating of 1. This is congruent with CMMI application.

Although this might seem a tough standard, the rating reflects the adage that a chain is only as strong as its weakest link. Mature data management programs can’t rely on immature or ad hoc processes in related areas. The lowest rating received becomes the highest possible

<table>
<thead>
<tr>
<th>Level</th>
<th>Name</th>
<th>Practice</th>
<th>Quality and results predictability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initial</td>
<td>The organization lacks the necessary processes for sustaining data management practices. Data management is characterized as ad hoc or chaotic.</td>
<td>The organization depends entirely on individuals, with little or no corporate visibility into cost or performance, or even awareness of data management practices. There is variable quality, low results predictability, and little to no repeatability.</td>
</tr>
<tr>
<td>2</td>
<td>Repeatable</td>
<td>The organization might know where data management expertise exists internally and has some ability to duplicate good practices and successes.</td>
<td>The organization exhibits variable quality with some predictability. The best individuals are assigned to critical projects to reduce risk and improve results.</td>
</tr>
<tr>
<td>3</td>
<td>Defined</td>
<td>The organization uses a set of defined processes, which are published for recommended use.</td>
<td>Good quality results within expected tolerances most of the time. The poorest individual performers improve toward the best performers, and the best performers achieve more leverage.</td>
</tr>
<tr>
<td>4</td>
<td>Managed</td>
<td>The organization statistically forecasts and directs data management, based on defined processes, selected cost, schedule, and customer satisfaction levels. The use of defined data management processes within the organization is required and monitored.</td>
<td>Reliability and predictability of results, such as the ability to determine progress or six sigma versus three sigma measurability, is significantly improved.</td>
</tr>
<tr>
<td>5</td>
<td>Optimizing</td>
<td>The organization analyzes existing data management processes to determine whether they can be improved, makes changes in a controlled fashion, and reduces operating costs by improving current process performance or by introducing innovative services to maintain their competitive edge.</td>
<td>The organization achieves high levels of results certainty.</td>
</tr>
</tbody>
</table>

Table 3. Data management practice assessment levels.
overall rating. This also explains why many organizations are at level 1 with regard to their software development practices. While the CMMI process results in a single overall rating for the organization, data management requires a more fine-grained feedback mechanism. Knowing that some data management processes perform better than others can help an organization develop incentives as well as a roadmap for improving individual ratings.

Taken as a whole, these numbers show that no data management process or subprocess measured on average higher than the data program coordination process, at 3.31. It’s also the only data management process that performed on average at a defined level (greater than 3). The results show a community that is approaching the ability to repeat its processes across all of data management.

Figure 3. Assessment results useful to Mystery Airline: (a) data program coordination, (b) enterprise data integration, (c) data stewardship, (d) data development, (e) data support organizations, and (f) assessments range.

Results analysis

Perhaps the most important general fact represented in Figure 3 is that organizations gave themselves relatively low scores. The assessment results are based on self-reporting and, although our 15-percent validation sample is adequate to verify accurate industry-wide assessment results, 85 percent of the assessment is based on facts that were described but not observed. Although direct observables for all survey respondents would have provided valuable confirming evidence, the cost of such a survey and the required organizational access would have been prohibitive.

We held in-person, follow-up assessment validation sessions with about 15 percent of the assessed organizations. These sessions helped us validate the collection method and refine the technique. They also let us gauge the assessments’ accuracy.
Although the assessors strove to accurately measure each subprocess’s maturity level, some interviews inevitably were skewed toward the positive end of the scale. This occurred most often because interviewees reported on milestones that they wanted to or would soon achieve as opposed to what they had achieved. We suspected, and confirmed during the validation sessions, that responses were typically exaggerated by one point on the five-point scale.

When we factor in the one-point inflation, the numbers in Table 4 become important. Knowing that the bar is so low will hopefully inspire some organizations to invest in data management. Doing so might give them a strategic advantage if the competition is unlikely to make a similar investment.

The relatively low scores reinforce the need for this data management assessment. Based on the overall scores in the data management practice areas, the community receives five Ds. These areas provide immediate targets for future data management investment.

WHERE ARE WE NOW?

We address our original research objectives according to our two goal categories.

Community descriptive research goals

First, we wanted to determine the range of practices within the data management community. A wide range of such practices exists. Some organizations are strong in some data management practices and weak in others (the range of practice is consistently inconsistent). The wide divergence of practices both within and between organizations can dilute results from otherwise strong data management programs. The assessment’s applicability to longitudinal studies remains to be seen; this is an area for follow-up research. Although researchers might undertake formal studies of such trends in the future, evidence from ongoing assessments suggests that results are converging. Consequently, we feel that our sample constitutes a representation of community-wide data management practices.

Next, we wanted to know whether the distribution of practices informs us specifically about the various stages of organizational data management maturity. The assessment results confirm the framework’s utility, as do the postassessment validation sessions. Building on the framework, we were able to specify target characteristics and objective measurements. We now have better information as to what comprises the various stages of organizational data management practice maturity. Organizations do clump together into the various maturity stages that Nolan originally described. We can now determine the investments required to predictably move organizations from one data management maturity level to another.

Finally, we wanted to determine in what areas the community data management practices are weak, average, and strong. Figure 4 shows an average of unadjusted rates summarizing the assessment results. As the figure shows, the data management community reports itself relatively and perhaps surprisingly strong in all five major data management processes when compared to the industry averages for software development. The range and averages indicate that the data management community has more mature data program coordination processes, followed by organizational data integration, support operations, stewardship, and then data development. The relatively lower data development scores might suggest data program coordination implementation difficulties.

Self-improvement research goals

Our first objective was to produce results that would help the community better understand current best practices. Organizations can use the assessment results to compare their specific performance against others in their industry and against the community results as a whole. Quantities and groupings indicate the relative state and robustness of the best practices within each process. Future research can use this information to identify specific practices that can be shared with the
community. Further study of these areas will provide leverageable benefits.

Next, we wanted to determine how the assessment informs our standing as a technical community. Our research gives some indication of the claimed current state of data management practices. However, given the validation session results, we believe that it’s best to caution readers that the numbers presented probably more accurately describe the intended state of the data management community.

As it turns out, the relative number of organizations above level 1 for both software and data management are approximately the same, but a more detailed analysis would be helpful. Given the belief that investment in software development practices will result in significant improvements, it’s appropriate to anticipate similar benefits from investments in data management practices.

Finally, we hoped to gain information useful for developing a roadmap for improving current practice. Organizations can use the survey assessment information to develop roadmaps to improve their individual data management practices. Mystery Airline, for example, could develop a roadmap for achieving data management improvement by focusing on enterprise data integration, data stewardship, and data development practices.

SUGGESTIONS FOR FUTURE RESEARCH

Additional research must include a look at relationships between data management practice areas, which could indicate an efficient path to higher maturity levels. Research should also explore the success or failure of previous attempts to raise the maturity levels of organizational data management practices.

One of our goals was to determine why so many organizational data management practices are below expectations. Several current theses could spur investigation of the root causes of poor data management practices. For example,

- Are poor data management practices a result of the organization’s lack of understanding?
- Does data management have a poor reputation or track record in the organization?
- Are the executive sponsors capable of understanding the subject?
- How have personnel and project changes affected the organization efforts?

Our assessment results suggest a need for a more formalized feedback loop that organizations can use to improve their data management practices. Organizations can use this data as a baseline from which to look for, describe, and measure improvements in the state of the practice. Such information can enhance their understanding of the relative development of organizational data management. Other investigations should probe further to see if patterns exist for specific industry or business focus types.

Building an effective business case for achieving a certain level of data management is now easier. The failure to adequately address enterprise-level data needs has hobbled past efforts. Data management has, at best, a business-area focus rather than an enterprise outlook. Likewise, applications development focuses almost exclusively on line-of-business needs, with little attention to cross-business-line data integration or enterprise-wide planning, analysis, and decision needs (other than within personnel, finance, and facilities management). In addition, data management staff is inexperienced in modern data management needs, focusing on data management rather than metadata management and on syntaxes instead of semantics and data usage.

Few organizations manage data as an asset. Instead, most consider data management a maintenance cost. A small shift in perception (from viewing data as a cost to regarding it as an asset) can dramatically change how an organization manages data. Properly managed data is an organizational asset that can’t be exhausted. Although data can be polluted, retired, destroyed, or become obsolete, it’s the only organizational resource that can be repeatedly reused without deterioration, provided that the appropriate safeguards are in place. Further, all organizational activities depend on data.

To illustrate the potential payoff of the work presented here, consider what 300 software professionals applying software process improvement over an 18-year period achieved:

- They predicted costs within 10 percent.
- They missed only one deadline in 15 years.
- The relative cost to fix a defect is 1X during inspection, 13X during system testing, and 92X during operation.
• Early error detection rose from 45 to 95 percent between 1982 and 1993.
• Product error rate (measured as defects per 1,000 lines of code) dropped from 2.0 to 0.01 between 1982 and 1993.

If improvements in data management can produce similar results, organizations should increase their maturity efforts.
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